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Abstract

Industry-driven Al competitions are used by companies to push technical progress, evaluate solu-
tions, and identify talent. By presenting well-defined real-world datasets and problems, these con-
tests enable organizations to benchmark algorithms, discover new approaches, and inform strategic
decisions about product development and resource allocation. For participants, they provide an
opportunity to test skills, build a portfolio, and gain recognition. This chapter describes the role
of such competitions in advancing the state of the art, highlights their value for both hiring and
innovation, and outlines their relationship to benchmarks in Al research.
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With the rapid development of Al technology, companies pay increasingly more attention to
Al applications and improvements. Organizing a machine learning competition not only furthers
the development of specific machine learning workloads, but benefits the Al industry at large. For
organizers, holding a successful Al contest is a leading way to surface the best algorithm and model
for a new problem or to source innovative ideas to improve an existing workflow. For example, a
company can decide how to allocate their team’s data scientists: improving an existing model or
developing a new one. A machine learning contest can help understand the current state-of-the-art
in a problem space and help guide future workload decision-making resources in their science team.

Enterprises can also find and hire talent through such contests. A skill-based contest can present
an industry-specific problem and a dataset that can identify world-class practitioners for a particular
problem. For participants, joining can help them learn and practice their ML skills with a real-world
application, develop a work portfolio, test new techniques, and gain recognition in the industry. For
the Al industry as a whole, a skill-based contest is a great way to investigate the costs and benefits
of different algorithms and models. They identify the current frontier of techniques, establish and
publish new benchmarks, and set the standard for Al research. More details about the contribution
they make to the Al industry are discussed in Section 1.2.

In this chapter, we introduce Al competitions hosted by industry partners (“industry competi-
tions”). The remainder of this chapter is organized as follows. In Section 1, we briefly introduce the
history of industry Al competitions, including the early form and modern form of the competitions
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and the progress driven by industry Al competitions. In Section 2, we analyze different features of
competitions involving different areas of business. In Section 4, we draw a conclusion about the
content of this chapter.

1 A review of industry AI competitions: past and present

In this section, we briefly introduce the history of industry competitions. This includes 3 parts: 1)
the history of industry competitions,; 2) progress achieved through industry competitions; 3) the
present state of industry competitions.

1.1 The history of industry AI competitions

As an efficient way to measure the performance of the Al algorithm, competitions have a long
history in their industry application. In 1997, IBM organized a chess competition between their
chess Al “Deep Blue” and the chess world champion Gary Kasparov. In this competition, Deep
Blue beat Kasparov and showed the world the great power and potential of artificial intelligence.
The same story repeated in 2014, as Google researchers trained their “AlphaGo” program to learn,
play, and ultimately defeat the human champion Yi Sedol in the board game Go - considered by
many the final frontier of Al to surpass humans in strategy games.

A competition is also an important way for researchers and engineers to search for the Al al-
gorithm and model with the best performance. In 1997, a direct marketing competition for the
optimization of lift curves was held in the first Knowledge Discovery and Data Mining (KDD) Cup.
Through this competition, researchers and engineers were invited to create a model to predict who
is most likely to donate to a charity. This competition started the KDD Cup series , one of the
most famous annual series of Al competitions that continues today (ACM Special Interest Group
on Knowledge Discovery and Data Mining (SIGKDD), 2025). Ever since, a competition has been
regarded as one of the most important ways to compare different machine learning models and find
the state-of-the-art model structures.

In 2007-2009, Netflix created three competitions that comprised ‘“The Netflix Prize”, in which
participants were challenged to build a collaborative filtering algorithm to predict user ratings for
films. This competition became famous for its grand prize: $1,000,000 to the winning team that
could beat Netflix’s own algorithm. The competition gained a large media presence, drawing sig-
nificant attention not only to the challenge itself but also to the power of competitions to address
machine learning problems. Encouraged by the Netflix Prize, companies began to more widely
utilize Al competitions around 2010.

The success of challenges such as the Netflix Prize highlighted a broader trend of using competi-
tions to solve complex problems. Government agencies started with initiatives such as the National
Institute of Standards and Technology Face Recognition Vendor Test (Ngan and Grother, 2015),
which provides ongoing evaluations of facial recognition algorithms , while the DARPA Grand
Challenge (Behringer et al., 2004) for autonomous vehicles that significantly accelerated the devel-
opment of self-driving cars. In the private and non-profit sectors, organizations like the XPRIZE
Foundation host high-profile competitions aimed at achieving technological breakthroughs (Hossain
and Kauranen, 2014), and consortiums such as MLCommons have emerged to create standardized
benchmarks such as MLPerf for fair industry-wide comparisons (Mattson et al., 2020). Concur-
rently, the rise of platforms like Kaggle further democratized access to industry datasets and prob-
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lems, creating a global community of participants and making skill-based contests a mainstream
tool for talent discovery and innovation.

1.2 Progress achieved through industry competitions

Progress driven by Al competitions mainly encompasses three aspects: the best solutions, identify-
ing talent, and establishing benchmarks.

An Al competition quickly exhausts the problem space of a particular data science problem.
By maintaining a leaderboard, participants are able to see what is currently possible when tackling
this particular problem, and can use that to improve and iterate on their own models. Discussion
forums often provide tips, tricks, and techniques for approaching the problem, examining the data,
optimizing hardware, or determining which architectures are best. This collaborative, and competi-
tive, environment invites quick iteration at the beginning and a thorough examination of the problem
space from all angles. Because of this, competitions often quickly exceed existing benchmarks es-
tablished by researchers or held by the enterprise internally. In the case of the Netflix Prize, it only
took 6 days for the first participating team to surpass the performance of “Cinematch”, their internal
algorithm. Less than a year later, the top four teams competing in the Netflix Prize presented their
techniques at the KDD Cup that year.

By presenting a specific, real-world business problem as part of a competition, an enterprise
can get direct feedback on a problem, source a plethora of techniques, and practically compare
the performance of machine learning and Al algorithms in the same way they’d be used in their
business.

Typically, by combining the best techniques identified from the solutions of the winning teams,
the organizer of a competition can directly improve the industry-standard performance of an algo-
rithm in production. As an example, General Electric improved their flight arrival prediction model
by 40% through a Kaggle competition in 2012(Hamner et al., 2012), or RTE obtained a power dis-
patcher algorithm capable of avoiding up to 90% of remedial actions emitted by CO2 through a
competition hosted on Codalab (Pavao et al., 2025, 2022).

Machine learning competitions also help companies recruit top talent to their teams. A com-
pany can host a competition where the primary motivation of a participant is an interview or a job
opportunity. By positioning this recruitment as a competition, the company can present a machine
learning problem their team is already working and evaluate the performance of participants com-
pared to the work of their current employees. This allows the organizer to objectively evaluate the
skills of a candidate through the most practical application- what they would be doing each day-
and attract talent that is interested and skilled in that particular field. Companies like Meta, Wal-
mart, Allstate, and the NFL have all used machine learning competitions to identify and hire top
talent. However, a common pitfall of recruiting competitions is evaluating participants only on their
success in a single competition. It is not uncommon for competitions to conclude with marginal
differences in the accuracy of the top models. The difference in score between the first place and
the 1000th place could easily be a fraction of a decimal place. When using a machine learning
competition to recruit machine learning practitioners for employment, it is best to consider the full
corpus of work of the participant, including their success in other competitions, their contributions
to the community at large, and their ability to explain their results - important factors in a workplace
setting.
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Industry competitions also establish new benchmarks in their problem space, which create a
positive brand association with the organizers, as they accelerate the development of the Al industry
at large. Today, competition platforms such as AICrowd, DrivenData, Tianchi, Codalab, Kaggle,
and others have accumulated hundreds of thousands of datasets- many of which are large-scale
datasets collected from real-world businesses.

1.3 Industry AI competitions today

With the extensive use of Al technology, more and more industry enterprises have sought the bene-
fits of organizing Al competitions. There are mainly two ways to organize and take part in industry
Al competitions: 1) on an Al competition platform; 2) through an Al academic conference.

Competition platforms such as Kaggle, Tianchi, and CodaLab provide lots of convenience to
both the organizers and contestants: an established platform, submission validation, real-time auto-
matic submission scoring, a live competition leaderboard, competition-specific discussion forums,
community-based features, pre-programmed competition evaluation metrics, and most importantly,
a community of participants. An existing platform means that an organizer does not need to cre-
ate a competition platform from scratch, can leverage the expertise of external teams, and can tap
into a thriving community of machine learning practitioners. These platforms have featured over
one thousand competitions from business barons such as American Express, Google, the National
Football League, and the Japan Exchange Group. The prize pool for competitions can often exceed
$50,000, and even reach over $1,000,000!

Determining the total prize pool, often a requirement of hosting a competition on an existing
platform, is an important factor in attracting the best participants and creating a positive brand sen-
timent for the enterprise. The competition prize pool has a direct impact on attracting participants
to the competition. Although many participants have noted that the prize is not their primary mo-
tivation for participating, a larger prize not only draws significant attention but also demonstrates
the level of respect and challenge given by the organizers to the problem. The fees and prizes for a
competition often cost less than the annual salary of a single data scientist and generate thousands
of hours of world-class research on the problem. A small prize can risk a negative brand reputation
associated with the host getting high-quality work *for pennies on the dollar.” However, the inverse
is also true. A large prize serves as a positive outreach tool for the machine learning community by
demonstrating that organizers respect both the challenge the problem presents and the effort invested
by participants.

Many industry enterprises may also choose to hold Al competitions through an Al academic
conference. For example, 4paradigm organized an autograph competition through the 2020 KDD
Cup with ChalLearn, Stanford University, and Google (Xu et al., 2022). This competition provided
a total prize of 33,500 dollars and received 2269 submissions from 237 participants. A competition
associated with an academic conference can generate a greater reputation and has the potential to
attract greater visibility from researchers.

Competitions today are much more widely accessible than they have been previously, and cover
a broader array of topics. Compared to competitions at their inception, Al competitions have be-
come a common step in a practitioner’s data science education, and many individuals even use com-
petitions to prepare for a career change. Competition datasets can be both simple and approachable
for a beginner, as well as larger, more complex, and requiring extensive domain-specific knowledge.
Below are the summary data of some famous computer vision competitions held through top con-
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ferences in recent years as examples. These data are listed in Table 1, which clearly indicates the
development and bloom of Al competitions in recent years.

Table 1: Summary of industry CV competitions at top conferences (2019-2021).

Competition name Year Conference Organizer Teams Public dataset size
AutoCV 2019 IJCNN 4Paradigm 102 >230,000
AutoCV2 2020 ECML/PKDD 4Paradigm 34 —

3D+Texture Garment Reconstruction 2020 NeurIPS ChaLearn 263 >2M frames
AliProducts Challenge: Large-scale

Product Recognition 2021 CVPR Alibaba Group 623 >20,000 scenes
Multi-camera Multiple People Tracking

(MMP-Tracking) Challenge 2021 ICCV Microsoft 42 >2.9M frames

1.4 The difference between academic competitions and industry competitions

Today, both academic and commercial institutions are organizing various competitions on a variety
of platforms. There are many differences between industry competitions and academic compe-
titions. The most common difference is the objective of competition. Academic competitions are
usually held to solve generic problems of conceptual importance, speed up the research of a state-of-
the-art model, promote a dataset, or test a new ML framework. Industry competitions, however, are
usually held to solve a specific problem of practical economic importance, develop or improve upon
an existing algorithm, enhance their brand with the ML. community, or hire additional resources for
their team.

These different goals can be seen in real competitions. An example of industry is the Netflix
Prize (Bennett and Lanning, 2007), which offered $1,000,000 for a 10% improvement to its recom-
mendation algorithm. At the time, reports estimated that a 1% reduction in customer cancellations
driven by better recommendations was worth $10 million a year to the company (Netflix, Inc., 2006).
In comparison, the academic ImageNet Large-Scale Visual Recognition Challenge 2012 challenge
(Russakovsky et al., 2015) did not have a large cash prize. It aimed to solve the general problem of
image classification, and its winning “AlexNet” model - with a top-5 error rate of 15.3% compared
to the second best of 26.2% - led to transformative changes in the field of ML.

1.5 Competition as a tool to leverage collaboration between research communities

Industrial competitions can serve as a unique opportunity for research communities to collaborate
in solving a specific problem. In many cases, the need to organize such a competition arises when
an organization lacks the necessary knowledge or tools to address a particular challenge within their
industry. This need has grown in recent years as Al techniques have penetrated various fields and
have established themselves as innovative solutions to problems that were previously solved using
traditional methods within the area of expertise of the entity facing the problem. To cope with the
wave of Al, industry has activated other levers such as in-company training and the recruitment of
young graduates who have completed hybrid programs combining expertise in a specific field with
Al techniques. However, the rapid growth of Al has driven industries to innovate in the face of in-
dustrial challenges. Competitions have emerged as a powerful way to push the boundaries of what
Al can contribute to various domains, such as physical sciences, chemistry, and biotechnologies.
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From an industrial perspective, challenges can serve as a bridge between Al and various domains,
fostering collaboration and making Al knowledge more accessible to teams. For example, in the
field of physical simulation, a well-designed challenge focused on applying Al to solve a physical
problem can strengthen collaboration between the Al and scientific computing communities, en-
abling the formation of hybrid teams to tackle the problem. This observation is confirmed by the
results of recent competitions organized around industrial use cases, where the winning methods
were developed based on a deep exploration of both machine learning techniques on one hand and
scientific computing methods on the other. Beyond technical solutions themselves, competitions
create unique ecosystems that foster knowledge transfer through multiple channels.

* Cross-disciplinary team formation: The complex nature of industrial challenges often requires
teams with diverse experience. In physics-based Al competitions, successful teams frequently
combine members with backgrounds in domain sciences, numerical methods, and machine
learning.

* Public benchmarks and datasets: By providing standardized, high-quality datasets and evalu-
ation protocols, competitions establish common ground for researchers from different fields.
Open datasets for physical simulation continue to serve as benchmarks for multiple commu-
nities long after the competitions end.

» Shared code repositories: Most competitions encourage or require open-sourcing of winning
solutions, creating a valuable library of approaches that synthesize techniques from multiple
domains. These repositories serve as educational resources and starting points for future
research.

* Community forums and discussions: During competitions, participant discussions often re-
veal interesting cross-pollination of ideas between fields. Questions posed by machine learn-
ing experts may highlight new perspectives for domain scientists, and vice versa.

* Post-competition publications: The academic outputs from competitions, like retrospective
analyses, document the synthesis of approaches and serve as accessible entry points for re-
searchers wanting to explore the intersection of different fields.

Competitions also accelerate the practical application of novel methods. Performance metrics
comparing proposed methods with industrial baselines highlight the potential real-world impact
of these approaches. In industrial settings where computational efficiency directly translates into
cost savings or expanded design exploration, such competitions can motivate the adoption of new
techniques that might otherwise remain purely academic.

In addition, challenges can facilitate communication and knowledge exchange among partici-
pants through complementary communication initiatives that often supplement these competitions.
Workshops, tutorial sessions, and follow-up collaborations frequently emerge from the competition
ecosystem, sustaining cross-disciplinary dialogue beyond the duration of the challenge itself. Look-
ing ahead, the structure of the competitions themselves might evolve to further enhance collabora-
tion. Multistage competitions with intermediate feedback, team-merging opportunities, or explicit
incentives for cross-disciplinary approaches could further strengthen the bridge between communi-
ties. The success of recent scientific Al competitions suggests that carefully designed challenges
can serve not only as technical benchmarks but also as catalysts for the formation of new research
communities at the intersection of established fields.



INDUSTRY COMPETITIONS AND BENCHMARKS

2 Industry challenges and benchmarks of different AI technology

As established in the previous section, industry-led competitions are powerful tools to accelerate
innovation, establish new benchmarks, and foster collaboration. However, the design of a compe-
tition that yields scientifically valid and operationally relevant outcomes is a nontrivial challenge.
This section analyzes case studies to identify best practices for competition design, as well as com-
mon difficulties that arise, such as the challenge of robust problem formulation, the complexities of
real-world data, and the need to ensure fairness for participants. Through these examples, we will
demonstrate how the most successful competitions overcome these hurdles to establish a durable
benchmark - a combination of a dataset, a standardized evaluation metric, and a protocol.

2.1 Challenges and benchmarks in machine learning

The following cases illustrate the evolution from the use of generic metrics that create a gap between
competitive success and production viability to designing nuanced objectives that better reflect the
complexities of industrial applications.

* Netflix Prize. The Netflix Prize has been held three times in 2007-2009. The challenge
was to build a collaborative filtering algorithm to predict user film ratings, with a $1,000,000
prize to improve Netflix’s baseline RMSE by 10%. The speed of progress demonstrated the
power of industry competition: within the first week, a team had already surpassed the in-
ternal ‘Cinematch* baseline, and the 1% threshold for the first Progress Prize was met just
a week later. The contest attracted over 40,000 teams from 186 countries, culminating in a
victory for “BellKor’s Pragmatic Chaos”, a team formed by merging several top researchers
from the United States, Austria and Canada. While the competition successfully established
a new state-of-the-art based on matrix factorization (Koren, 2009), the competition’s reliance
on a single metric, RMSE, created a significant gap between the winning solution and a
production-ready system. The winning solution was a complex ensemble of over 100 mod-
els that was never fully implemented in production. Despite this, the competition’s legacy
was immense, through the creation of a foundational benchmark of a training set including
100,480,507 ratings that 480,189 users gave to 17,770 movies, and a qualifying test set con-
taining over 2,817,131 ratings. This fueled a wave of scientific advancement, inspiring early
deep learning approaches to recommendations (Salakhutdinov et al., 2007), scalable train-
ing methods (Hu et al., 2008), generalized models (Rendle, 2010), and new algorithms for
implicit feedback (Rendle et al., 2012).

* KDD Cup 2020 Challenges for Modern E-Commerce Platform: Debiasing. In a depar-
ture from competitions focused solely on generic accuracy, the 2020 KDD Cup, hosted by
Alibaba, exemplified a best practice in modern competition design: aligning the evaluation
metric with a specific and nuanced business objective. The challenge addressed the common
industrial difficulty of noisy and skewed long-tail distributions in recommendation systems,
focusing on providing fair exposure for rarely seen products on an e-commerce platform, a
problem where optimizing for overall accuracy often harms diversity and new sellers. To
address this, the organizers created a sophisticated dual-metric evaluation. Submissions were
judged not only on ‘NDCG @50-full ¢ (overall performance), but also on ‘NDCG@50-rare*, a
custom metric that explicitly rewarded models for their performance on underexposed items.
This careful design created a productive tension, steering the 1,895 participating teams away
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from simply optimizing for popular items and toward developing novel solutions using mul-
tistage architectures and graph neural networks. It also established a public benchmark for
fairness and long-tail performance, including a training set and a qualifying test set contained
over 1,000,000 clicks, 100,000 items, and 30,000 users across 10 periods including massive
sales. This dataset has paved the way for a new wave of research into debiasing and balancing
accuracy and fairness in recommendation systems (Chen et al., 2023; Huang et al., 2020; Xue
et al., 2020).

2.2 Challenges and benchmarks in computer vision

Nowadays, deep learning models represented by convolutional neural networks (CNNs) often be-
come the most popular approach in computer vision (CV) competitions and play important roles in
industry applications such as face recognition, auto driving, auto retailing, etc. The success of these
events hinges less on the winning algorithm and more on thoughtful competition design. Beyond
the problem definition, organizers must contend with the realities of a dynamic world and a diverse
participant base. The following cases demonstrate how design choices related to datasets, evaluation
protocols, and participant resources can determine a competition’s ability to test for generalization
and robustness, ensure fairness, and create a lasting scientific impact.

* Deepfake Detection Challenge. A model’s ability to generalize beyond its training data is
paramount for real-world application. The Deepfake Detection Challenge (DFDC), hosted by
Meta on Kaggle, serves as a seminal example of designing a competition to explicitly test for
this. With a $1,000,000 prize, it drew 2,265 teams to develop models to detect Al-generated
fake videos. The competition’s most poignant lesson came from its dramatic “leaderboard
shakeup”. The final evaluation was conducted on a private test set that included manipula-
tion techniques not present in the less general public training data. As a result, many top
performing models on the public leaderboard plummeted in the final rankings; one model
dropped from first place to 904th. This shakeup, driven by the discrepancy between train-
ing and private test sets, effectively measured true generalization rather than simple pattern
matching, mirroring the industrial need for security systems that can withstand novel attacks.
Furthermore, the DFDC addressed the critical issue of fairness in computing. Recognizing
that training models on large video datasets requires immense GPU power, organizers col-
laborated with cloud providers to offer computing credits. This leveled the playing field,
ensuring that the competition rewarded algorithmic innovation over access to hardware. De-
spite the issues with the training set’s generality, the competition’s legacy includes a public
Deepfake detection datasets created by Meta, AWS, Microsoft, and academic experts, con-
taining 124,000 videos featuring 8 facial modification algorithms (Dolhansky et al., 2020).
This has fueled further research focused on more general benchmarks (Yan et al., 2023) and
more novel detection methods (Gu et al., 2022; Oorloff et al., 2024).

* Multi-camera Multiple People Tracking (MMP-Tracking) Challenge. In contrast, the
long-term impact of a competition can sometimes be the benchmark it creates rather than the
solutions it identifies, a principle exemplified by the MMP-Tracking Challenge. This com-
petition was organized by Microsoft, including two sub-tracks: 1) evaluating tracking result
with top-down view, 2) evaluating tracking result from each camera. 42 teams consisting
of researchers and engineers from industry companies participated in this competition. Al-
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though the competition crowned winners, its most significant and lasting contribution was
the release of the MMPTRACK dataset, which includes 5 environment, 23 cameras and 576
minute video data with over 2,979,000 frames (Han et al., 2023). As the first large-scale,
high-quality public benchmark for this task, the dataset’s comprehensive nature established
a strong, reliable standard rather than causing a leaderboard shake-up. This dataset has be-
come a cornerstone for subsequent research in the field, influencing scientific progress far
more than the competition’s final standings. Its release has fueled the development of further
benchmarks (Woo et al., 2024) and novel scientific work, such as the Multi-Camera Tracking
Transformer (Niculescu-Mizil et al., 2025).

These two cases offer complementary lessons. While the DFDC shows how a strategically de-
signed private test set can pressure-test models for robustness, the MMP-Tracking Challenge illus-
trates that creating a foundational public dataset can be an even greater contribution, fostering years
of innovation. Both highlight that because training CV models requires a significant computational
load, providing resources is a best practice for ensuring fair and accessible competitions.

2.3 Challenges and benchmarks in natural language processing

Natural language processing (NLP) is an important basis of customer service that is significantly
impacted by Al such as voice assistance, question answering system, search engine optimization,
etc. The most impactful competitions also teach meaningful lessons in problem formulation and
evaluation design to address more nuanced real-world objectives. The following 2 examples about
typical industry NLP competitions illustrate the importance of aligning evaluation metrics with
specific, practical goals.

* Diagnostic Questions: Predicting Student Responses and Measuring Question Qual-
ity. Hosted by Microsoft, academic researchers, and the Eedi education provider at NeurIPS
2020, with 447 teams joining, this competition serves as an example in thoughtful problem
formulation. Rather than posing a simple binary classification task on whether a student’s
answer is correct or incorrect, the challenge includes 4 different objectives: 1) predicting
whether or not students will answer questions correctly; 2) predicting which multiple-choice
answer students choose for each question; 3) devising a metric to measure the quality of the
questions; 4) acquiring a limited set of answers from students in order to accurately predict
student performance prediction on unseen questions. Submissions to tasks 1), 2) and 4) were
evaluated by prediction accuracy, while task 3) was evaluated by a group of domain experts.
Its multi-task objective required participants to predict not only correctness but also which
specific multiple-choice distractor a student would select. This design choice represents the
best practice of choosing an evaluation metric that was closely aligned with a real-world ed-
ucational goal. The competition legacy is a dataset that includes more than 28,000 questions
and 17,250,000 responses from 123,000 students (Wang et al., 2021). This has helped sci-
ence progress in developing more techniques (Ghosh et al., 2021), including Reinforcement
Learning (He-Yueya and Singla, 2021), and more explainable models (Berthon and van der
Schaar, 2025).

» Automated Language Processing for Text Categorization (AutoNLP). Held by 4paradigm,
academic researchers, and Google at WAIC 2019 with a $7500 prize, this competition ad-
dressed the key industrial need for automation. As the exploitation of text categorization
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nowadays is often relied on experienced human experts with in-depth domain knowledge
in a labor-intensive trial-and-error manner, it is necessary to develop a single solution that
could solve multiple, unseen text categorization problems, effectively a "meta-challenge"
on AutoML for NLP. Participants received five training sets and five validation sets. The
competition provided 3 baselines: SVM, CNN-rand (Kim, 2014) and CNN with fastText-
pre-trained embedding models. To ensure a level playing field and enforce realistic resource
constraints, all submissions were executed within a standardized computational environment
with 1 NVIDIA Tesla P100 GPU each, hosted on the Codal.ab platform (Pavao et al., 2023).
By requiring submissions to be trained on 5 distinct datasets while evaluated on 5 different
datasets, the competition established a benchmark to measure the generalizability of AutoML
systems (Liu et al., 2020). The event advanced the state-of-the-art in resource-constrained
automated deep learning methods for NLP (Tuggener et al., 2020; Luo et al., 2023; Gao et al.,
2022), and paved the way for more AutoML competitions in other domains (Wang et al.,
2020).

These two challenges highlight the maturation of NLP competitions. They demonstrate a shift
away from a singular focus on leaderboard scores and toward a more sophisticated approach where
the competition’s very objectives, metrics, and evaluation protocols are crafted to solve a specific
industrial or scientific problem. Whether it is by aligning metrics with real-world utility or by
designing a framework to test automation, these competitions create lasting value by establishing
not just benchmarks but best practices.

2.4 Challenges and benchmarks on LLMs

Rapid advancement of large language models (LLMs) has transformed the landscape of Al com-
petition. Learning from the pitfalls of earlier competitions, the LLM community has embraced
thoughtful competition design to address its unique, large-scale challenges. The most impactful
competitions are now structured as scientific experiments, using carefully crafted constraints and
evaluation protocols to isolate variables and produce clear, actionable insights. The following exam-
ples demonstrate how this mature approach to design yields conclusions directly relevant to critical
industrial problems: the immense computational cost that limits access, and the profound security
risks that hinder adoption.

* NeurIPS 2023 LLM Efficiency Challenge. The story of modern LLMs is one of scale,
which creates a significant barrier to entry. With a prize pool of $30,000, the NeurIPS
2023 LLM Efficiency Challenge was conceived as a direct response to this accessibility crisis
(Saroufim et al., 2025). Its design addressed the “fairness-in-computing” problem head-on.
By imposing strict resource constraints, fine-tuning on a single consumer-grade GPU (RTX
4090 or A100) in under 24 hours, the organizers neutralized the variable of raw comput-
ing power. This best practice transformed the problem from a race for the largest model
into a competition of ingenuity. The evaluation protocol was a customized version of Stan-
ford’s Holistic Evaluation of Language Models (HELM), assessing models on an open set of
benchmarks (including MMLU, TruthfulQA, and GSMS8k) and a hidden, closed set to test
for generalization. The key lesson learned from the winning solutions was definitive: Under
these constraints, meticulous data curation was far more impactful than novel model archi-
tectures. The top teams achieved state-of-the-art results by carefully filtering and mixing

10
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public datasets like Open-Platypus and LIMA to create small but highly effective fine-tuning
sets. The competition thus provided large-scale empirical evidence that for efficient LLM
adaptation, data quality is a primary driver of performance, not raw scale.

e 2024 SaTML LLM Capture-the-Flag Competition. As LLMs are integrated into appli-
cations, their security has become an paramount concern. Learning the lesson that static
benchmarks often fail to capture real-world robustness, the 2024 SaTML LLM Capture-the-
Flag (CTF) competition was designed as a live, dynamic, adversarial environment. The setup
mimicked a real-world security scenario: ‘defender’ teams submitted 44 unique defenses to
protect a secret "flag" embedded in models like ‘gpt-3.5-turbo* and ‘llama-2-70b-chat‘, while
‘attackers’ engaged in multi-turn conversations to try and extract it. This design was tested
directly for adaptive, intelligent attacks rather than static vulnerabilities. The most significant
lesson was the universal failure of the submitted defenses; every single one was bypassed
at least once by adaptive attackers. This highlighted the insufficiency of simple filter-based
security and the critical need for dynamic, multi-turn evaluation, as many successful attacks
unfolded over several conversational turns. The competition contributed a lasting open source
dataset of more than 137,000 multi-turn adversarial conversations (Debenedetti et al., 2024a).
This benchmark provides an invaluable resource for the community to train and test more
techniques (Khomsky et al., 2024) and inspired more research into the dynamic environment
for safety benchmarks (Debenedetti et al., 2024b).

The focus on efficiency and security represents just two facets of the evolving LLM competition
landscape. Research on LLM has therefore been rapidly evolving across multiple fronts, including
how to evaluate them effectively (Weidinger et al., 2025), with platforms such as the LMSYS Chat-
bot Arena establishing new benchmarks based on human preference (Chiang et al., 2024), how to
improve their efficiency (Wan et al., 2023), their training scaling laws (Kaplan et al., 2020; Hoff-
mann et al., 2022), and how to combine or adapt them for various use cases(Hadi et al., 2023).
In recent NeurIPS editions, several competitions have been introduced to address the high costs
associated with training and deploying them: the LLM Merging Challenge explored how to com-
bine existing models to create more powerful ones without additional training (Tam et al., 2024),
while the Edge LLM Challenge (Liu et al., 2024) focused on developing efficient, optimized models
capable of running on resource-constrained edge devices.

3 Industry AI challenges and benchmarks in different business area

In this section, we analyze the features of Al challenges and benchmarks of two specific business
areas in which Al technology has been widely applied: financial technology (‘fin-tech’) and retail
business.

3.1 Challenge and benchmarks of fin-tech

In the financial industry, Al technology is playing an increasingly important role- investment banks
and hedge funds are seeking machine learning talent at the same levels, if not higher, than traditional
finance or MBA professionals. Some of the largest hedge funds, like Two Sigma, have achieved their
success with an Al-first approach, rather than a finance-first approach, as artificial intelligence has
proven to demonstrate a significant impact on trading strategies. Al competitions, therefore, serve
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as an important way for financial companies to acquire Al solutions and hire top talent. Below, we
list 2 fin-tech competitions on Kaggle as examples.

* JPX Tokyo Stock Exchange Prediction. Organized by Japan Exchange (JPX) Group, the
challenge was to evaluate the trend of the price of stocks. Participants were required to rank
each stock active on a given day, including the top 200 and the bottom 200. Returns for a
single day treated the top 200 stocks as purchased and the bottom 200 stocks as shorted. The
weighted returns for the portfolio would be calculated assuming that the stocks were pur-
chased the next day and sold the day after that. The goal of the participants was to maximize
their weighted returns. JPX Group provided the stock price and quarterly earnings data of
more than 2000 stocks. Over 2,000 teams joined the competition to compete for a 65,000
dollar prize for the top 10 teams (AkihiroSugiyama et al., 2022).

 Zillow Prize: Zillow’s home value prediction (Zestimate). Estimating the price and value
of house is an important problem in the finance and estate industry. Organized by a Zillow
estate enterprise, this competition focused on how to improve the prediction accuracy of the
estate sale price. Zillow provided a full list of real estate properties and all the transactions
data from January 1, 2016 to October 15, 2016 as the training set. The participants were
then required to predict the price of the estate at 6 given time points. The performance of the
predict model was measured by the log-error between the prediction and the real price. 3,770
teams joined this competition to compete for a total of 1,200,000 dollars prize (AndrewMartin
etal., 2017).

3.2 Challenge and benchmarks of retail business

With the help of Al technology, the retail business is becoming more and more convenient and
efficient. There are also many retail enterprises who choose to organize their own Al competitions.
Here we introduce 2 examples as follows:

* The fifth M Competition. This was the fifth Makridakis competition (also known as M com-
petitions) held by the University of Nicola in 2020, which included two tracks: the accuracy
track and the uncertainty track (Makridakis et al., 2022). The challenge of the accuracy track
was to estimate the unit sales of Walmart using machine learning technology, and the chal-
lenge of the uncertainty track is to estimate the uncertainty distribution. Both tracks use a
common dataset that includes information about the dates on which the products are sold, the
historical daily unit sales data per product and store, and the price of the products sold per
store and date. The sale data contains 42,840 time series with more than 3,900 features. In
each track, a total of 50,000 dollars prize was provided. 5,558 teams joined the accuracy track
and 909 teams participated in the uncertainty track.

* H&M Personalized Fashion Recommendations. This competition was held by H&M Group
on Kaggle in 2022 (Ling et al., 2022). The challenge is to develop a product recommendation
model based on data from previous transactions, as well as from customer and product meta
data. The training data includes 105,000 pictures and 4 tabular dataframes with a total size of
34.56G1iB. Submissions were evaluated according to mean average precision. H&M Group
provided a total of 50,000 dollars of reward for the top 6 teams and more than 2,900 teams
joined this competition.
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Recall Phase: Sorting Phase:
Distinguish “not Distinguish Model
Initial Data ™= jnteresting” and “interesting” and Fusion
“interesting” “very interesting”

Figure 1: The process of solving product recommendation challenge

The challenges of retail business are mainly sales prediction and product recommendation. Sales
prediction is a form of time series prediction problem and is often solved by models utilizing RNN,
LSTM, etc. A challenge of product recommendation can often be solved by a fusion of a recall
model and a sorting model, with a process shown in Fig.1.

4 Conclusion

In conclusion, industry Al competitions have proven to be a dynamic and influential mechanism in
the Al ecosystem. These contests offer a unique convergence of industry-specific challenges and
cutting-edge Al techniques, bringing together diverse participants and fostering practical innova-
tion. For organizers, Al competitions serve as a vehicle to source the most effective algorithms,
gather information from a wide range of approaches, and establish new industry benchmarks that
drive long-term progress. In addition, they act as powerful talent pipelines connecting enterprises
with world-class data scientists and engineers who excel in real-world problem solving.

For participants, contests provide an invaluable opportunity to apply theoretical knowledge in
practical scenarios, to learn and refine skills, and to engage in a vibrant community of peers and
mentors. Competing in these challenges not only strengthens technical competencies, but also builds
a tangible portfolio that can accelerate professional growth and recognition.

However, as highlighted throughout this chapter, competitions are not without challenges and
limitations. Overfitting to a leaderboard or relying on ensembling methods that are too complex for
real-world deployment are common pitfalls. Organizers should be aware that the highest scoring
solution may not be the most suitable for production environments. Instead, the real value of these
contests often lies in the diversity of solutions and the innovative ideas they generate.

Looking ahead, the landscape of Al competitions continues to evolve. With the rapid develop-
ment of generative Al and large language models, new frontiers of challenges and opportunities are
emerging. Future competitions might increasingly focus on the efficiency, interpretability, and eth-
ical implications of Al solutions, especially in mission-critical applications and areas of social im-
pact. Multidisciplinary contests that encourage collaboration between domain experts and machine
learning practitioners are likely to become more prominent, bridging the gap between theoretical
advancements and real-world deployment.

We hope that this chapter has provided a comprehensive understanding of the multifaceted role
of Al competitions in the industry. By exploring their history, highlighting successful case studies
and analyzing their present and future impact, we aim to equip both competition organizers and
participants with the insights and best practices necessary to maximize the value of these contests.
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Ultimately, we believe that well-designed and thoughtfully executed Al competitions can play a
pivotal role in shaping the future of Al and its transformative applications across industries.
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